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Abstract—Web technology plays an vital role in today’s world. With the growth of web tec, 
there is huge volume of data present in the web database for internet users and lot of data is 
generated to the social networks like twitter, facebook, Google+, have become a platform for 
exchanging ideas views and it has also became a platform for online learning. Their social 
media platforms give way to express their views about topics, have discussions with 
different communities or post messages across the world. In this paper, we concentrate on 
the algorithms of sentimental analysis. We provide a survey and a comparative analysis of 
existing techniques of opinion mining and  current technologies that are algorithms that 
today’s world is using to achieve sentimental analysis of data mining.  
 

I. INTRODUCTION 

The rapid increase in web 2.0 application has seen a vast amount of information available on the web today. 
Users can now give their perception concerning an entity or service on the web. Such user generated content 
can be value to various organizations. Finding ways therefore, to mine such content becomes vital in this web 
era. One such way of mining user opinion is known as Sentiment Analysis, also known as Opinion Mining. 
These two terms have been used interchangeably but highlights a slight difference between the two. Opinions 
mining can be defined as a means to understand the people’s emotions, attitudes and perceptions about a 
service or entity whereas sentiment analysis finds opinions, identify the sentiment expressed in the text and 
then classify its polarity. For this reason sentiment analysis has been defined as a classification problem. 
Sentiment analysis finds it’s applications in many areas among which business and politics are not exempted. 
By understanding public views and feelings about an entity, business can tailor make their services to meet 
public demands. Consumers on the other hand find it easier to make purchasing decisions. Politicians can 
also determine the level of support they have and can consequently measure the effectiveness of their 
policies. Up to now sentiment analysis has been limited to a single domain, with research on cross domain 
sentiment analysis still ongoing. A large number of previous works on sentiment analysis majored on highly 
subjective texts like product reviews, movie reviews and twitter data, however sentiment analysis has also 
found its way in newsrooms. Taking into cognizance that in product reviews and tweets, the author of the text 
is the opinion giver, classification is somehow different when dealing with news. News articles are generally 
objective and what determines the audience’s reaction and feelings about a particular article is not deduced 
from the article but from the comments the commentators give regarding the issue addressed in the article. 
These   comments  can  provide  information  to the news agents on how the public perceive their coverage. It  
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can help them to know information like quality of their work, coverage expected by users and also editorial 
issues. Instead of manually reading through every comment on the web, automatic classification of the 
comments as positive or negative will therefore be valuable information to the entity in question. 

II.PROPOSED WORK 

An overview of steps and techniques commonly used in sentiment classification approaches, as shown in 
Figure. Part of speech model in which a document is represented as a speech model in which a document is 
represented as a vector, whose entries correspond to individual terms of a vocabulary. Part-of-speech 
information is supposed to be a significant indicator of sentiment expression. The work on subjectivity 
detection reveals a high correlation between the presence of adjectives and sentence subjectivity. 

A. Sentiment Analyzer algorithm:  
The Sentiment Analyzer algorithm presented by Nasukawa.  It extracts the features related to a topic, and 
then extracts sentiments of each sentiment bearing phase. In this paper, they have discussed about different 
approaches available to analyze sentiment. we plan to design and develop a system for detecting and 
visualizing sentiment bias in online articles 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. Steps and Techniques used in Sentiment classification 

B. K-means clustering algorithm: 
K-means clustering algorithm has been used to cluster the documents into positive and negative clusters. Raw 
data is given as input to TF-IDF weighting method. This method calculates the importance of each word in 
the document. A well-known approach is to define a set of reference points in the original space and the 
distances to the reference points constitute the transform. The simple k-means clustering is performed after 
applying the transformation. The simple k-means clustering is preferred over other clustering methods, such 
as hierarchical clustering, because it can deal with large data sets.  In this paper, they have discussed about 
different approaches available to analyze sentiment. We plan to construct a model which can automatically 
calculate credibility scores for articles based on sentiment difference b/w subtopics and websites. This paper 
presents a first step towards clustering users in online social networks into the four categories of introvert 
leaders, extrovert leaders, followers, and neutrals using user interaction information. We make three key 
contributions in this paper. First, we propose a new model, called the Longitudinal User Centered Influence 
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(LUCI) model, for this categorization. Second, we validated our model on an everything to data set. Third, 
we further validated our model on a Face book data set. 

C. Improved Page Rank algorithm: 
The improved Page Rank algorithm uses the method of sentiment analysis to define the weight of the link 
between the users. This has three main steps. 

 Adopt web crawler to crawl BBs data and pre-process the data collected. 
 Construct an social network with replying relations between posts and comments mapped to posters 

and comment authors. 
Use this algorithm to rank users in BBS in the Hadoop cloud computing environment. The paper has 
designed the structure and process of the mining system. It has integrated variety of computer technologies to 
operate well, such as web crawler, regular expression matching, Page Rank, cloud computing and so on. 
Since the core module of the system uses parallel programming model and runs in the cloud platform to get 
accurate mining results from big data sets. Magnitude Of Influence (MOI) is further weighted by the 
influence rank of neighbors using the Page Rank algorithm to determine the final influence ranking of a user. 
The authors used a data set from Friend Feed to test their proposed approach; however, they did not evaluate 
its accuracy with respect to the ground truth. Khrabrov et al. combine Page Rank scores of users with other 
dynamic information to quantify influence of users in online social networks. By computing their proposed 
metric for users daily, they study how the influence of users evolves over time. In future, we also plan to 
conduct a systematic analysis of sensitivity of our results to the size and number of windows in the available 
interaction data. We also plan to use the LUCI model to identify leaders and followers in other online social 
networks. Furthermore, we plan to compare the results of LUCI model using topic specific user interaction 
information in online social networks. 

III. SUPPORT VECTOR MACHINES (SVM): 

Support Vector Machines (SVM) is a discriminative classifier and is better suited for classifying reviews. It 
is a non probabilistic binary classifier. In this paper Support vector machines are employed because of the 
ability to process a high number of features. Input consists of sample data records which in turn comprise 
various forum postings, matching classes.  

IV. NAIVE BAYES CLASSIFIER ALGORITHM: 

Naive Bayes method is suitable when the size of training data is less. It is a probabilistic classifier based on 
applying Bayes theorem with strong independence assumptions. Its running time is linear in the size of input. 
Machine Learning Algorithm (Naive Bayes) is used in this paper. It is used to classify tweet sentiment with 
similar performance. In this the Naive Bayes Classifier algorithm is named as SentiRobo to predict the 
sentiment score of contents in large datasets, with primary focus in big data applications. The Naive Bayes 
classifier is the simplest and most commonly used classifier. Machine learning algorithms such as Naive 
bayes, Support Vector machines and Maximum Entropy are used to classify text and Lexicon based 
approaches which use sentiment dictionaries that contain opinion words and their sentiments. The Naïve 
Bayesian method is one of the most widely used methods to classify text data. The Naïve Bayesian algorithm 
assumes that the elements in dataset are independent from each other and their occurrences in different 
dataset indicate their relevance to certain data attributes. Like the Lexicon-based classifier, the Naïve 
Bayesian classifier treats each tweet document as a bag-of-words. Naive Bayes classification model 
computes the posterior probability of a class, based on the distribution of the words in the document. The 
model works with the BOWs feature extraction which ignores the position of the word in the document. In 
this paper, we have used naïve bayes model was implemented. They eliminated useless features by using the 
Mutual Information and Chi square feature extraction method. Finally, the orientation of tweets predicted. i.e 
positive or negative. In this paper, they have discussed about different approaches available to analyze 
sentiment. We plan to design and develop a system for detecting and visualizing sentiment bias in online 
articles. In this paper, we proposed a supervised machine learning algorithm for predicting the sentiment vale 
of Twitter contents in two domains of Education and Airport management. We introduced a new sentiment 
clustering algorithm to perform better on large datasets. Research results show highest accuracy by using 
naïve bayes method in baseline learning methods. We can conclude that cleaner data, more accurate results 
can be obtained. The paper explores different interesting learning behavior pre dominant in social network, 
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While do so, the paper also makes an attempt to define how learning could be important to accomplish 
decision on social network. From this survey, it can be concluded that supervised techniques provide better 
accuracy compared to dictionary based approach. In future, various opinion summarization algorithms should 
be applied to generate summary of all reviews provided by users. 

V. CONCLUSION: 

In sentimental analysis, it is difficult for human to protect the reviews to resolve this, the document-level 
sentiment classification is used in the existing system. It determines whether an opinion document is positive 
or negative or neutral sentiment. It can be approximately classifies the sentiment using the bag of words. To 
make the classification accurate, lots of speech can be used.  Algorithms such as Naïve Bayes Classifier 
Algorithms, Support Vector Machine Algorithm (SVM), K-Means Clustering Algorithm, Sentimental 
Analyzer Algorithm and Improved Page Rank Algorithm are proposed to improve classification accuracy on 
the benchmark data set of reviews. 
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VARIOUS ALGORITHMS USED IN SENTIMENTAL ANALYSIS 
Sl.No Name of the Author Name of the Title Year Algorithm & Description Future Enhancement 

1. SowmyaKamath S Sentiment 
Analysis Based 
Approaches for 
Understanding 
User Context in 
Web Content 

2013 The Sentiment Analayzer 
extracts the features related 
to a topic, and then extracts 
sentiments of each 
sentiment bearing phase. 

We plan to design and 
develop a system for 
detecting and 
visualizing sentiment 
bias in online articles. 

2. SowmyaKamath S Sentiment 
Analysis Based 
Approaches for 
Understanding 
User Context in 
Web Content 

2013 k-means clustering 
algorithm has been used to 
cluster the documents into 
positive and negative 
clusters. Raw data is given 
as input to TF-IDF 
weighting method. This 
method calculates the 
importance of each word in 
the document. 

We plan to construct a 
model which can 
automatically calculate 
credibility scores for 
articles based on 
sentiment difference 
b/w subtopics and 
websites. 

3. Lincheng Jiang BBS Opinion 
Leader Mining 
Based on An 
Improved Page 
Rank Algorithm 
Using Map 
Reduce 

2013 The improved Page Rank 
algorithm uses the method 
of sentiment analysis to 
define the weight of the link 
between the users. 
 

 It has integrated variety 
of computer 
technologies to operate 
well, such as web 
crawler, regular 
expression matching, 
PageRank, cloud 
computing and so on. 

4. SowmyaKamath S Sentiment 
Analysis Based 
Approaches for 
Understanding 
User Context in 
Web Content 

2013 Support Vector 
Machines(SVM) is a 
discriminative classisfier 
and is better suited for 
classifying reviews. It is a 
non probabilistic binary 
classifier. 

To analyze reviews 
about a mobile, feature 
level sentiment analysis 
can be carried out. This 
will help in Knowing 
user’s opinion w.r.t 
various features. 

5. SowmyaKamath S Sentiment 2013 Naive Bayes method is We plan to design and 
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Analysis Based 
Approaches for 
Understanding 
User Context in 
Web Content 

suitable when the size of 
training data is less. It is a 
probabilistic classifier based 
on applying Bayes theorem 
with strong independence 
assumptions. Its running 
time is linear in the size of 
input.  

develop a system for 
detecting and 
visualizing sentiment 
bias in online articles. 

6. Vala Ali Rohani Utilizing Machine 
Learning in 
Sentiment 
Analysis: 
SentiRobo 
Approach  

2015 Naive Bayes Classifier 
algorithm is named as 
SentiRobo to predict the 
sentiment score of contents 
in large datasets, with 
primary focus in big data 
applications. 

We introduced a new 
sentiment clustering 
algorithm to perform 
better on large datasets. 

7. Pooja Kherwa An approach 
towards 
comprehensive 
sentimental data 
analysis and 
opinion mining 

2014 Walter Kasper and Mihaela 
Vela designed a very 
efficacious system to 
analyze the sentiments in 
hotel reviews, in their paper 
titled ‘Sentiment Analysis 
for Hotel Reviews’.   

We developed a web-
based sentimental 
analysis system that 
attempts to 
automatically extract the 
relevant features of 
anything to be analyzed, 
and summarize the 
sentiments in a set of 
positive and negative 
points. 

8. M. Zubair Shafiq Identifying 
Leaders and 
Followers 
in Online Social 
Networks 

2012 The simple k-means 
clustering is preferred 
over other clustering 
methods, such as 
hierarchical clustering, 
because it can deal with 
large data sets.  

First, we propose a new 
model, called the 
Longitudinal User 
Centered Influence 
(LUCI) model, for this 
categorization. Second, 
we validated our model 
on a Everything2 data 
set. Third, we further 
validated our model on 
a Facebook data set. 

9. Freimut Bodendorf Detecting Leaders 
and Trends in 
Online 
Communities  

2010 Support vector machine 
learn the parameters of rule 
and that rule allows for a 
clustering of postings into 3 
rules: ‘positive’ versus ‘not 
positive’, ‘negative’ versus 
‘not negative’ and ‘neutral’ 
versus ‘not neutral’.  

A future task is the 
expansion of validation 
database which should 
also include forums on 
various categories. 
Moreover, a dynamical 
network analysis will be 
added to the static social 
network examination. 

10. Vidisha M. Pradhan A Survey on 
Sentiment 
Analysis 
Algorithms for 
Opinion Mining 

2016 Naive  Bayes classification 
model computes the  
posterior probability of a 
class, based on  the 
distribution of the words in 
the  document. The model 
works with the  BOWs 
feature extraction which 
ignores the  position of the 
word in the document. 

In future, various 
opinion  summarization 
algorithms should  be 
applied to generate 
summary of  all reviews 
provided by users. 

 


